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Motivation: A scientist may be interested in multiple 
parameters of interest (e.g. health of multiple 
organs, multiple user engagement metrics, etc.) that 
she wants to narrow down using data. She wants to 
use the same data to both select the parameters 
and estimate them.

Introduction to the post-selection inference problem

(Link to paper) 
arXiv: 2203.12572

Data 
X = (X1, …, XK) ∼ 𝒫

True parameters 
θ*1 , …, θ*K

True distribution 𝒫

Select set of parameters  
S := 𝒮(X) ⊆ [K]

Construct CIs ( ) from  at 
corrected levels  for each 

Ci(αi) Xi
1 − αi i ∈ S

Selected parameters:  
for 

θ*i
i ∈ S

Sample

Goal: Ensure  regardless for any selection 
procedure  and dependence among .

FCR ≤ δ
𝒮 Xi

Assumption: We can construct -CIs 
(confidence intervals) for each parameter  i.e. 

 for all 

(1 − α)
θ*i

ℙ(θ*i ∈ Ci(α)) ≥ 1 − α α ∈ (0,1) .

FCR = 𝔼
∑
i∈S

1{θ*i ∉ Ci(αi)}

|S | ∨ 1

Do you know the selection rule 
and how to compute all ?Rmin

i

What is the dependence 
between CIs?

What CIs are being used for all parameters?

Some (or all) CIs are not e-CIs all e-CIs

Known Unknown

independent 
or PRDS arbitrarily dependent

Apply BY Apply e-BYcalibrate non-e-CIs to 
e-CIs

When to use e-BY vs. BY?

The e-BY procedure

Assumption:  is an e-CI for each Ci i ∈ [K]

Procedure: Output  for each .Ci ( δ |S |
K ) i ∈ S

Theorem (ours): e-BY controls  for any 
 and any dependence between  for .

FCR ≤ δ
𝒮 Xi i ∈ [K]

Prior work: the BY procedure

Procedure: for each ,
i ∈ S




 is known and 

 are indep. (or PRDS)


otherwise.

Ci ( δRmin
i

K )
Ci ( δ |S |

K log K )

𝒮
Xi

Theorem (Benjamini and Yekutieli 2005): 

BY controls .FCR ≤ δ

  is the smallest possible  output by  if only 
 was changed and  (hence ).

Rmin
i |S | 𝒮
Xi i ∈ S Rmin

i ≤ |S |

A calibrator is an upper semicontinuous, 
nonincreasing function  such 
that ∫ . 

Define  .

f : [0,1] ↦ [0,∞]
f(x) dx = 1

f −1(x) = sup {p : f(p) ≥ x}

Proposition (ours) : Let  be an arbitrary CI, and 
 be a calibrator. Then,


 is an e-CI.

C
f

Ccal(α) := C (f −1 (α−1))

Where do e-CIs come from?

# of parameters 
in  that are not 

covered
S

  is an e-value for  iff  and .

An e-CI  is a special type of CI that satisfies 

  

for a family of e-values . 

Eθ θ 𝔼θ[Eθ] ≤ 1 Eθ ≥ 0

C(α) = {θ ∈ Θ : Eθ < α−1}
(Eθ)θ∈Θ

E-values and e-CIs

Many CIs used in practice are already e-CIs! 
• Likelihood ratio-based CIs (universal inference).

• CIs derived from Chernoff’s method.

• Anytime-valid CIs (confidence sequences) used in 

sequential analysis/multi-armed bandits.

We can construct e-CIs from CIs through calibration:


